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Abstract
Current methods of assessing text complexity often overlook the nuanced
linguistic and contextual elements crucial for pragmatic comprehension.
This study addresses this gap by introducing a novel framework that
integrates advanced Natural Language Processing techniques, including
phrase dependency parsing, POS tagging and the Bigram Model to
enhance on the transformer models for pragmatic identification and
evaluation, to better capture these intricate aspects. The research
systematically evaluates the effectiveness of transformer models such
as BERT, RoBERTa, ALBERT, and XLNet in tasks related to pragmatic
understanding. Through a meticulous analysis of linguistic features,
contextual cues, and model performance metrics, the study provides
valuable insights and recommendations for enhancing text complexity
evaluation. The results highlight RoBERTa’s exceptional performance,
achieving an accuracy of 0.89 and demonstrating strong contextual and
syntactic comprehension. While BERT, ALBERT, and XLNet show
similar performance metrics, there are slight variations in feature
importance values. These findings pave the way for more refined and
comprehensive approaches to pragmatic understanding in Natural
Language Processing.

Keywords: Text complexity, ALBERT, BERT, ROBERTA, POS
tagging, Sentence dependency parsing

Introduction
The assessment of text complexity has traditionally relied on quantitative
measures such as sentence length, vocabulary difficulty, and syntactic
structure (Cui, 2021; Safoyeva, 2023). These metrics, while useful, often
fail to capture the nuanced linguistic and contextual aspects that are
crucial for pragmatic comprehension. Pragmatics, the study of language
in use and the contexts in which it is employed, is essential for
understanding meaning beyond the literal interpretation of words (Hu
and Wang, 2021). However, the integration of pragmatic elements into
text complexity evaluation remains limited and underexplored.

Recent research highlights the importance of incorporating pragmatic
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functions in language assessment and instruction.
Cui (2021) investigated the use of lexical chunks
as metadiscourse in polylogues, revealing that
students frequently misuse these chunks due to a
lack of pragmatic competence. This misuse points
to a significant gap in current teaching practices,
where pragmatic elements are often not given
adequate attention. Berezenko (2019) further
emphasized that English as a Foreign Language
(EFL) learners often achieve only basic pragmatic
competence without targeted training, limiting their
ability to use language effectively in diverse
communicative situations.

In the realm of Natural Language Processing
(NLP), pragmatic analysis is gaining traction.
Shaharban and Haroon (2016) explored the
pragmatic analysis of Malayalam sentences to
understand user intentions in different contexts,
highlighting the complexity and importance of
pragmatic understanding in computational models.
Assem and Alansary (2022) argued that sentiment
analysis should extend beyond opinion mining to
include pragmatic and socio-pragmatic levels,
particularly for tasks like hate speech detection.
These studies underscore the necessity of more
sophisticated models that can handle the intricacies
of pragmatic aspects. Settaluri et al. (2024)
introduced a benchmark for assessing large
language models’ understanding of pragmatics,
revealing significant limitations in current models.
Similarly, Emmy et al.  (2022) and Peng et al. (2023)
demonstrated that while modern language models
show progress in interpreting figurative language
and pragmatic reasoning, they still fall short in
measuring the nuanced linguistic and contextual
aspects crucial for pragmatic comprehension. This
gap indicates the need for further research and
development to enhance the pragmatic capabilities
of NLP systems.

In this context, Khan and Ridhorkar (2024)
provided a comprehensive survey of recently
proposed sentiment analysis models, focusing on
their pragmatic aspects. Their work involved pre-
processing steps such as PoS tagging and stopword
removal, feature extraction and selection
techniques like Word2Vec and term frequency, and
the use of machine learning models such as CNNs
and DNNs for classification and post-processing.

They compare the models based on accuracy,
precision, recall, computational complexity, and
delay, aiming to reduce ambiguity in model selection
and speed up system development. Abdulameer
(2019) also contributed to the pragmatic analysis
literature by examining deixis in religious texts,
identifying person deixis as the most dominant type
due to the frequent references to the Divine Entity.
Assaggaf (2019) analyzed WhatsApp status
notifications, uncovering common discursive
realizations and major pragmatic themes such as
religious, social, personal, and national. Bradford
and Daniel (2024) explored the potential of AI for
pragmatics instruction, assessing ChatGPT’s ability
to handle discourse completion tasks. Their findings
reveal that while AI models like ChatGPT offer
potential for language exposure and interaction,
they exhibit quantitative and qualitative
inconsistencies in producing appropriate and polite
responses.

This research aims to bridge the gap by
providing a detailed pragmatic analysis of linguistic
and contextual features in text complexity
evaluation. By synthesizing insights from various
studies, it seeks to offer a richer understanding of
how pragmatic elements can be integrated into
NLP models to enhance their effectiveness in real-
world applications.

Materials and method
The research methodology is to analyze Linguistic
and Contextual Features for Pragmatic
Understanding. Current methods for evaluating
text complexity often fail to adequately address
the nuanced linguistic and contextual features that
are essential for pragmatic comprehension. This
research aims to fill this gap by incorporating
advanced NLP techniques to evaluate these
aspects more comprehensively.

Data collection
The complexity of this research work lies in the
datasets adopted. The dataset was utilized to test
the performance of the transformer models. The
datasets used in this research is the DialyDialog
(Yan-ran et al., 2017).
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Data preprocessing of the DialyDialog Dataset

Figure 1.: The un-preprocessed
DialyDialog Dataset
The DialyDialog Dataset as shown in figure
1 adopted for this research work was
collected from Yan-ran et al. (2017). The
dataset comprises a substantial collection of
dialogue sentences, each delineated by the
marker ‘__eou__‘, signifying the end of an
utterance. This dataset is designed to
facilitate advanced research in dialogue
systems and NLP, providing rich linguistic
content for both syntactic and semantic
analysis. The data statistics were carried out
using Python Programming Language on a
CPU Core i5 Window OS System. Libraries
used for Data preprocessing are Pandas,
Numpy, NLTK and the spell checker library.
The dataset contains a total of 102,980
sentences. Across all sentences, there are
1,437,999 words. On average, each sentence
contains 13.96 words. The statistical
summary provided on Table 1 gives a
comprehensive view of the sentence length
distribution in the dataset.

This distribution indicates a significant
range in sentence lengths, with a substantial
number of shorter sentences and some very
long ones. The mean and median being
relatively close suggests a somewhat
symmetric distribution, though the presence
of outliers (very long sentences) is indicated
by the high maximum value.

The distribution of POS tags as shown in
Table 2 reveals a substantial use of
punctuation and basic syntactic categories,
reflecting a rich syntactic variety in the text.
The high frequency of nouns, pronouns, and
verbs aligns with typical language use, while
the significant presence of punctuation
marks like periods and commas highlights
the segmentation and structuring of
sentences within the dataset. This detailed
POS tag frequency distribution can be

instrumental in understanding the linguistic
patterns and syntactic structure prevalent
in the dataset.

Finetuning the processed DialyDialog
Dataset for training
The DialyDialog Dataset was finetuned.
During the processed of our research, we
found out that for each of some sentences,
the POS tags identified for each of the words
in sentences are greater than the words in
the sentence itself. What will do is to identify
those sentences and then removed them in
order not for it to affect the dataset while
training and testing. After the removal, we
have a total of 101,645 sentences. Table 5
shows the finetuned Dialog Dataset.

Feature Extraction
This section details the features extracted
from the text for complexity evaluation.
These features, derived from tokenization,
POS tagging, and dependency parsing,
provide a comprehensive representation of
the text and serve as inputs for advanced
models.

1. Vocabulary Diversity
This metric captures the range of unique
words employed in the text. The Type-Token
Ratio (TTR) is used for this purpose:

                              V/T 

where: 

 V is the number of unique tokens. 
 T is the total number of tokens. 

2. Syntactic Complexity
This metric assesses the level of complexity in
sentence structure. Average Sentence Length
(ASL) is a common measure:
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                               W/S
where:
 W is the total number of words.
 S is the number of sentences.

3. Pragmatic Markers
These are words or phrases that signal the
speaker’s intent, attitude, or social relations.
Examples include modal verbs, discourse markers,
and politeness markers. The number of pragmatic
markers is denoted as:

                                P_i

where P_i represents each individual pragmatic
marker.

4. Contextual Cues
These are words or phrases that aid in
understanding the text’s context or
coherence. The number of contextual cues
is denoted as:

                                C_i

where C_i represents each individual contextual
cue.

Modeling
Language Models (LMs) are employed to predict
the probability of word sequences, capturing both
syntactic and semantic information. The formula
for estimating the probability of a word (w3)
following a bigram (w1, w2) in a trigram language
model with add-one smoothing is:

P(w3 | w1, w2)
= (c(w1, w2, w3) + 1) / (c(w1, w2) + V)

where:
 P(w3 | w1, w2) is the probability of word

w3 occurring after the bigram (w1, w2).
 c(w1, w2, w3) is the count of how many

times the trigram (w1, w2, w3) appears in
the corpus (text data used for training).

 c(w1, w2) is the count of how many times
the bigram (w1, w2) appears in the corpus.

 V is the total number of unique words in
the vocabulary of the corpus.

Self-attention
Self-attention mechanisms are subsequently
utilized to process input sequences, enabling the
capture of long-range dependencies within the text.
The mathematical formulation for self-attention is:

         Z = text{Attention}(Q,K,V)

where:

 Q (queries), K (keys), and V (values) are
derived from the input sequence X through
linear transformations.

Training and Evaluation
The dataset was divided into three, which are the
training, testing and the validation. 80% of the
dataset was trained, 10% was tested and the other
10% was validated. We optimize the model
parameters to minimize a loss function using the
backpropagation and gradient descent.

Loss Function: For classification tasks, cross-
entropy loss

We evaluate the model performance using
metrics like accuracy, precision, recall, and F1-
score.

Accuracy = (Number of Correct
Predictions) / (Total Number of Predictions)
Precision = (True Positives) / (True Positives
+ False Positives)
Recall = (True Positives) / (True Positives
+ False Negatives)
F1 = 2 * (Precision * Recall) / (Precision +
Recall)

Results
Python programming Language was the preferred
choice of language to build and train the model.
Functions from the scikit learn library and the
Transformer library was used for this research

: L = - (1/N) Σ Σ y_i,c log(ŷ_i,c)             
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Table 1: sentence length distribution

Statistic Value 
Count 102980.000000 
Mean 13.963867 
Std 10.453373 
Min 1.000000 
25% 7.000000 
50% 11.000000 
75% 17.000000 
Max 284.000000 
Dtype float64 

Table 2: POS Tag distribution
POS Tag Frequency 
. 164545 
  
NN 160421 
PRP 160030 
DT 102144 
IN 97721 
VB 86922 
RB 83165 
JJ 76837 
VBP 74440 
, 54565 
NNP 48496 
VBZ 40240 
NNS 38987 
MD 32956 
TO 32824 
CC 26523 
PRP$ 23730 
VBD 23057 
VBG 19142 
VBN 14255 
CD 13595 
WRB 12265 
UH 11851 
WP 11657 
RP 5642 
EX 3410 
JJR 3279 
POS 2930 
: 2471 
WDT 2074 
JJS 2007 
RBR 1384 
PDT 1228 
$ 737 
'' 663 
RBS 474 
NNPS 428 
`` 237 
( 215 
) 215 
FW 203 
WP$ 18 
LS 8 
SYM 7 

 

Table 3: Preprocessed Dataset

S/ N Sentence 
1 the kitchen stink 
2 i will throw out the garbage 
3 so dick how about getting some coffee 

for tonight 
4 coffee i don t honestly like that kind of 

stuff 
5 come on you can at least try a little 

besides your cigarette 
6 what s wrong with that cigarette is the 

thing i go crazy for 
7 not for me dick 
8 are thing still going badly with your 

houseguest 
9 getting worse now he s eating me out of 

house and home i ve tried talking to him 
but it all go in one ear and out the other 
he make himself at home which is fine 
but what really get me is that yesterday 
he walked into the living room in the 
raw and i had company over that wa the 
last straw 

 
Table 4: Preprocessed Dataset with POS Tag
features
S/N Sentence POS Tag 

   
1 the kitchen stink the/DT kitchen/NN 

stink/NN 
2 i will throw out the 

garbage 
i/NN will/MD throw/VB 
out/RP the/DT 
garbage/NN 

3 so dick how about 
getting some coffee for 
tonight 

so/RB dick/JJ how/WRB 
about/IN getting/VBG 
some/DT coffee/NN 
for/IN tonight/NN 

4 coffee i don t honestly 
like that kind of stuff 

coffee/NN i/NN don/VBP 
t/RB honestly/RB like/IN 
that/DT kind/NN of/IN 
stuff/NN 

5 come on you can at least 
try a little besides your 
cigarette 

come/VB on/IN you/PRP 
can/MD at/IN least/JJS 
try/VB a/DT little/JJ 
besides/IN your/PRP$ 
cigarette/NN 

6 what s wrong with that 
cigarette is the thing i go 
crazy for 

what/WP s/VBD 
wrong/JJ with/IN that/DT 
cigarette/NN is/VBZ 
the/DT thing/NN i/NN 
go/VBP crazy/NN for/IN 

7 not for me dick not/RB for/IN me/PRP 
dick/VB 

8 are thing still going 
badly with your 
houseguest 

are/VBP thing/NN 
still/RB going/VBG 
badly/RB with/IN 
your/PRP$ 
houseguest/NN 



64 NIGERIAN ANNALS OF PURE & APPLIED SCIENCES, VOL. 7, ISSUE 1, 2024                 http://napas.org.ng

9 getting worse now he s 
eating me out of house 
and home i ve tried 
talking to him but it all 
go in one ear and out the 
other he make himself at 
home which is fine but 
what really get me is that 
yesterday he walked into 
the living room in the 
raw and i had company 
over that wa the last 
straw 

getting/VBG worse/JJR 
now/RB he/PRP s/VBZ 
eating/VBG me/PRP 
out/IN of/IN house/NN 
and/CC home/NN i/NN 
ve/VBP tried/VBN 
talking/VBG to/TO 
him/PRP but/CC it/PRP 
all/DT go/VBP in/IN 
one/CD ear/NN and/CC 
out/IN the/DT other/JJ 
he/PRP make/VB 
himself/PRP at/IN 
home/NN which/WDT 
is/VBZ fine/JJ but/CC 
what/WP really/RB 
get/VB me/PRP is/VBZ 
that/DT yesterday/NN 
he/PRP walked/VBD 
into/IN the/DT living/NN 
room/NN in/IN the/DT 
raw/JJ and/CC i/NN 
had/VBD company/NN 

S/N Sentence POS Tag 
   

Table 4: Continued

Sentence POS Tag 
the kitchen stink DT NN NN 
i will throw out the garbage NN MD VB RP DT NN 
 
so dick how about getting some 
coffee for tonight 

RB JJ WRB IN VBG DT NN 
IN NN 

 
coffee i don t honestly like that 
kind of stuff 

NN NN VBP RB RB IN DT 
NN IN NN 

 
come on you can at least try a 
little besides your cigarette 

VB IN PRP MD IN JJS VB 
DT JJ IN PRP$ NN 

 
what s wrong with that cigarette 
is the thing i go crazy for 

WP VBD JJ IN DT NN VBZ 
DT NN NN VBP NN IN 

 
not for me dick RB IN PRP VB 
 
are thing still going badly with 
your houseguest 

VBP NN RB VBG RB IN 
PRP$ NN 

 
getting worse now he s eating 
me out of house and home i ve 
tried talking to him but it all go 
in one ear and out the other he 
make himself at home which is 
fine but what really get me is 
that yesterday he walked into the 
living room in the raw and i had 
company over that wa the last 
straw 

VBG JJR RB PRP VBZ VBG 
PRP IN IN NN CC NN NN 
VBP VBN VBG TO PRP CC 
PRP DT VBP IN CD NN CC 
IN DT JJ PRP VB PRP IN 
NN WDT VBZ JJ CC WP 
RB VB PRP VBZ DT NN 
PRP VBD IN DT NN NN IN 
DT JJ CC NN VBD NN IN 
DT VBZ DT JJ NN 

 
leo i really think you re beating 
around the bush with this guy i 
know he used to be your best 
friend in college but i really 
think it s time to lay down the 
law 

NN VBP RB VBP PRP VBP 
VBG IN DT NN IN DT NN 
NN VBP PRP VBD TO VB 
PRP$ JJS NN IN NN CC 
VBP RB VBP PRP JJ NN TO 
VB RP DT NN 

 

Table 5: Finetuned preprocessed
DialyDialog Dataset

Table 6: The Linguistic feature analysis 

Linguistic 
Features 
Analysis 
Table 

Sentence Type-
Token 
Ratio 

Average 
Sentence 
Length 

Modal 
Verb 
Count 

Politeness 
Marker 
Count 

 
1 0.72 14 3 2  
2 0.68 12 2 1  
3 0.79 10 1 3  
4 0.65 16 4 2  
5 0.70 11 2 0  
6 0.78 13 3 1  
7 0.71 18 2 2  
8 0.69 11 1 0  
9 0.73 14 3 2  
10 0.67 12 2 1  
11 0.76 9 1 3  
12 0.64 17 4 2  
13 0.69 10 2 0 

 Model Evaluation

Table 7: Robustly Optimized Bidirectional Encoder
Representation from Transformer Model
Feature Importance Score 
Vocabulary Diversity 0.45 
Syntactic Complexity 0.32 
Modal Verb Usage 0.15 
Politeness Markers 0.05 
Connective Usage 0.02 
Discourse Marker Usage 0.01 

 
Table 8: Bidirectional Encoder Representation
from Transformer Model

Feature Importance Score 
Vocabulary Diversity 0.40 
Syntactic Complexity 0.30 
Modal Verb Usage 0.20 
Politeness Markers 0.05 
Connective Usage 0.03 
Discourse Marker 
Usage 

0.02 

 

Feature Importance Score 
Vocabulary Diversity 0.42 
Syntactic Complexity 0.28 
Modal Verb Usage 0.18 
Politeness Markers 0.07 
Connective Usage 0.04 
Discourse Marker 
Usage 

0.01 

 

Table 9: A Lite Bidirectional Encoder
Representation from Transformer Model
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Feature Importance Score 
Vocabulary Diversity 0.38 
Syntactic Complexity 0.31 
Modal Verb Usage 0.17 
Politeness Markers 0.06 
Connective Usage 0.05 
Discourse Marker Usage 0.03 

 

Table 10: Extreme Long Network Model

Metric BERT XLNet RoBERTa ALBERT 
Accuracy 0.88 0.87 0.89 0.86 
Precision 0.87 0.86 0.88 0.85 
Recall 0.86 0.85 0.87 0.84 
F1-Score 0.86 0.85 0.87 0.84 
Learned 
Representation 

Good 
syntactic 
understanding, 
moderate 
contextual 
grasp 

Strong 
contextual 
understanding, 
moderate 
syntactic 
grasp 

Excellent 
syntactic and 
contextual 
understanding 

Efficient 
representations 
with slight 
loss in 
performance 

 

Table 11: Models Evaluation

Discussion
Our research examined the DialyDialog dataset
to analyze transformer models’ capabilities in
handling pragmatic aspects of language. The
dataset was preprocessed to include sentence
length distribution, POS tag distribution, and
linguistic feature analysis. Our findings are
presented in several key tables.

Table 1 shows the sentence length distribution,
revealing an average sentence length of
approximately 14 words, indicating a moderate
complexity in conversational language. Table 2
details the POS tag distribution, demonstrating a
balanced representation of various parts of speech,
which is essential for understanding syntactic
structures. Tables 3, 4, and 5 illustrate the
preprocessed dataset with POS tags and the fine-
tuned DialyDialog dataset, emphasizing the
transformation of raw data into a structured format
suitable for analysis.

Table 6 analyzes linguistic features, including
type-token ratio, average sentence length, modal
verb count, and politeness marker count, providing
insights into lexical diversity, syntactic complexity,
and pragmatic elements. This comprehensive
preprocessing and feature extraction are crucial
for understanding the nuanced aspects of
conversational language.

In our model evaluation, RoBERTa emerged
as the most effective model, as shown in Table 7.
It achieved an accuracy of 0.89, precision of 0.88,
recall of 0.87, and an F1-score of 0.87. These
results indicate RoBERTa’s balanced
understanding of syntactic and contextual aspects,
making it superior in handling both linguistic and
pragmatic features compared to other models like
BERT, XLNet, and ALBERT (Table 11). BERT
and XLNet also performed well, but they
demonstrated slightly lower scores in all evaluation
metrics. ALBERT, while efficient, showed the
lowest performance among the evaluated models.

Our findings align with Ekstedt and Skantze
(2020), who introduced TurnGPT for turn-taking
prediction in dialogue. Although TurnGPT
leveraged Transformer architectures to handle
linguistic nuances, it did not account for pragmatic
factors, highlighting a gap in existing models.
Similarly, Pushpak et al. (2024) demonstrated that
large language models (LLMs) struggled with
understanding pragmatics despite their semantic
capabilities. Their Pragmatics Understanding
Benchmark (PUB) dataset highlighted the
performance gap between human capabilities and
model capabilities in handling real-world language
tasks requiring pragmatic reasoning.
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Sheng et al. (2019) improved model
informativeness using techniques from
computational pragmatics, finding that while these
methods enhanced performance in abstractive
summarization and generation tasks, they did not
fully address the pragmatic comprehension needed
for standard language generation tasks. This
underscores the limitations of existing models in
capturing pragmatic nuances.

Our research distinguishes itself by integrating
pragmatic feature analysis directly into model
training and evaluation, offering a more
comprehensive understanding of language.
RoBERTa’s superior performance in our study is
justified by its balanced syntactic and contextual
understanding, outperforming other models in
handling pragmatic features. This highlights the
importance of incorporating pragmatic elements
into training and evaluation processes to develop
models that better understand implied meanings,
speaker intentions, and context-dependent
nuances.

In conclusion, our study emphasizes the need
for future advancements in NLP to develop models
that address the limitations in capturing pragmatic
aspects, moving beyond semantic understanding
to achieve a more nuanced and comprehensive
language comprehension. Integrating pragmatic
features into training and evaluation processes can
enhance models’ holistic language understanding,
as demonstrated by RoBERTa’s superior
performance in our evaluation.
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